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AnHOTaMs

Jannas 6akajgaBpckas Jiuccepralins ocHoBaHa Ha crarbe «Distributed Second
Order Methods with Fast Rates and Compressed Communication» [I5] 3a aBTopcTBOM
Pycrema Ucnamosa, [lyna Kana u [lutepa Puxtapuxka.

Mper paspaboTajin HECKOJIBKO HOBBIX 3((MEKTUBHBIX C TOUYKU 3PEHUsI KOMMYHUKAa-
UM METOJIOB BTOPOT'O HOPsiJIKa JIJIS PACIpeiesIeHHOl onTuMu3anu. Harn nepBoiii
meron, NEWTON-STAR, siBiistercst ogHuM U3 BapuaHTOB MeToja HbIoTOHA, 0T KOTO-
POro OH HacJjeayeT CBOK OBICTPYIO JIOKAJBHYIO KBaJIpaTUIHYIO CKOpocTh. O iHaKoO,
B oriimuane ot Merona Heiorona, NEWTON-STAR umeer Ty ke CTOMMOCTH KOM-
MYHUITUPOBAHUSI 38 OJHY UTEPAIMIO, YTO W IPAIUEHTHBIN CITyCK. XOTS 9TOT METO/T
HEIPAKTUYIEH, IIOCKOJIbKY OH OIIMPAETCs Ha MCIIOJIh30BaHHEe HEKOTOPHIX HEU3BECTHBIX
apaMeTpoB, Xapakrepudyoomux [eccuaH nejeBoit (GyHKIUU B ONITUMYME, OH CJIY?KUT
OTIIPABHON TOYKOMN, KOTOPAasi MMO3BOJISET HAM IIPOEKTHUPOBATH IMPAKTUYIECKUE BaPU-
AHTHI C JOKA3aHHBIMEI TEOPETUIECKUMU TaPAHTUSAME CXOJUMOCTU. B 1acTHOCTH, MBI
pa3paboTrasiu CTpPaTeruio, OCHOBAHHYIO Ha MCIIOJIH30BAHUN CTOXACTUYECKONW Pa3perKeH-
HOCTH JIJIsl U3yUEHUsI HEU3BECTHBIX [APAMETPOB UTEPATUBHBIM CIIOCOOOM, COXPAHSIsT
3 PEKTUBHOCTD ¢ TOYKHU 3peHusi KoMMmyHuKanunii. [IpuMmenenne 3Toit crparerun K
NEWTON-STAR upuBogur K Hartemy cienyormemy merony, NEWTON-LEARN,
JUIST KOTOPOT'O MBI JIOKA3aJIi JIOKAJIbHBIE JIMHEHbIE U CBePXJINHETHBIE CKOPOCTH CXO-
JIIMOCTH, He 3aBUCSINE OT YUCja 00ycJIoBIeHHOCTH DYHKIMU. Koria 9T MeTo/ibl
IIPUMEHUMbBI, OHI MMEIOT 3HAYUTEJbHO 00Jiee BBICOKHE CKOPOCTH CXOJUMOCTH IIO
CpPaBHEHUIO C COBPEMEHHBIME MeTosaMu. Halu pe3yibraThl MoITBEPKIAI0TCH IKC-
IIEPUMEHTAJIBHBIMU PE3y/IbTaTaMU Ha peasibHbIX HabOpax MAaHHBIX U ITOKA3BIBAIOT
YJIy4IlleHre Ha HECKOJILKO MOPSIKOB 110 CPABHEHUIO ¢ DA30BBIMU U COBPEMEHHBIMU
MEeTOJ[aMU C TOYKH 3peHust 3POEKTUBHOCTA KOMMYHUIIUPOBAHUSI.



Abstract

This bachelor thesis is based on paper “Distributed Second Order Methods with
Fast Rates and Compressed Communication” [I5] written by Rustem Islamov, Xun
Qian, and Peter Richtarik.

We develop new communication-efficient second-order method for distributed
optimization. Our first method, NEWTON-STAR, is a variant of Newton’s method
from which it inherits its fast local quadratic rate. However, unlike Newton’s
method, NEWTON-STAR enjoys the same per iteration communication cost as
gradient descent. While this method is impractical as it relies on the use of certain
unknown parameters characterizing the Hessian of the objective function at the
optimum, it serves as the starting point which enables us design practical variants
thereof with strong theoretical guarantees. In particular, we design a stochastic
sparsification strategy for learning the unknown parameters in an iterative fashion
in a communication efficient manner. Applying this strategy to NEWTON-STAR
leads to our next method, NEWTON-LEARN, for which we prove local linear and
superlinear rates independent of the condition number. When applicable, this
method can have dramatically superior convergence behavior when compared to
state-of-the-art methods. Our results are supported with experimental results on
real datasets, and show several orders of magnitude improvement on baseline and
state-of-the-art methods in terms of communication complexity.
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1 Introduction

The prevalent paradigm for training modern supervised machine learning models is based
on (regularized) empirical risk minimization (ERM) [39], and the most commonly used
optimization methods deployed for solving ERM problems belong to the class of stochastic
first order methods [30), B6]. Since modern training data sets are very large and are
becoming larger every year, it is increasingly harder to get by without relying on modern
computing architectures which make efficient use of distributed computing. However, in
order to develop efficient distributed methods, one has to keep in mind that communication
among the different parallel workers (e.g. processors or compute nodes) is typically very
slow, and almost invariably forms the main bottleneck in deployed optimization software
and systems [3]. For this reason, further advances in the area of communication efficient
distributed first order optimization methods for solving ERM problems are highly needed,
and research in this area constitutes one of the most important fundamental endeavors in
modern machine learning. Indeed, this research field is very active, and numerous advances
have been made over the past decade [II, 4], 27, [38] [42], 46}, 49].

1.1 Distributed optimization

We consider L2 regularized empirical risk minimization problems of the form

min | P() = £(z) + 21l 1)
| el

rERY

where f: RY = Ris a smoot convex function of the “average of averages” structure
1 < 1 &
f(z) = EZfz(f), fi(x) = EZfij(x)v (2)
i=1 j=1

and A > 0 is a regularization parameter. Here n is the number of parallel workers (nodes),
and m is the number of training examples handled by each nodeﬂ The value f;;(z) denotes
the loss of the model parameterized by vector z € R? on the j'' example owned by the
i™ node. This example is denoted as a;; € R? and the corresponding loss function is
vi; - R — R, and hence we have

fii(x) = ¢i(a;z). (3)

Thus, f represents the average loss/risk over all nm training datapoints, and problem
seeks to find the model whose (L2 regularized) empirical risk is minimized. We make
the following assumption throughout the paper.

Assumption 1.1. Problem has at least one optimal solution x*. For all i and 7,
the loss function ¢;; : R — R is y-smooth, twice differentiable, and its second derivative
@i R — R is v-Lipschitz continuous.

Function ¢ : RY — R is smooth if it is differentiable, and has L, Lipschitz gradient: ||[V¢(x)—Vo(y)|| <
Lg||z — yl| for all z,y € R%. We say that Ly is the smoothness constant of ¢.

2All our results can be extended in a straightforward way to the more general case when node 4 contains
m; training examples. We decided to present the results in the special case m = m; for all ¢ in order to
simplify the notation.



Note that in view of , the Hessian of f;; at point x is

H,j(2) := V2 fij(w) = hij(r)aija; (4)
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where
hij(@) = ¢fj(aw). ()
In view of Assumption , we have |@j;(t)| < v for all t € R, and

[hij () = hij(y)] < viaje — ajyl < vagllle -yl (6)

for all z,y € RY. Let R := max;; ||a;;||. The Hessian of f; is given by

1 — 1 «
Hi(z) = — > Hy(@) - > hij(w)agaf, (7)
=1 j=1
and the Hessian of f is given by
@ 1« B 1 v
H(z) 2 =Y H@) B NS iy (@)aal 8)
i=1 =1 j=1

1.2 The curse of the condition number

All first order methods — distributed or not — suffer from a dependence on an appropriately
chosen notion of a condition numberf|— a number that describes the difficulty of solving
the problem by the method at hand. A condition number is a function of the goal we
are trying to achieve (e.g., minimize the number of iterations vs minimize the number
of communications), choice of the loss function, structure of the model we are trying to
learn, and last but not least, the size and properties of the training data. In fact, most
research in this area is motivated by the desire to design methods that would have a
reduced dependence on the condition number. This is the case for many of the tricks
heavily studied in the literature, including minibatching [45], importance sampling [29, 53],
random reshuffling [28], variance reduction [8, 16 37, 50], momentum [23] 24], adaptivity
[26], communication compression [II, 14, 27], and local computation [17, 25, 43]. Research
in this area is becoming saturated, and new ideas are needed to make further progress.

1.3 Newton’s method to the rescue?

One of the ideas that undoubtedly crossed everybody’s mind is the trivial observation that
there is a very old and simple method which does not suffer from any conditioning issues:
Newton’s method. Indeed, when it works, Newton’s method has a fast local quadratic
convergence rate which is entirely independent of the condition number of the problem
[2]. While this is a very attractive property, developing scalable distributed variants of
Newton’s method that could also provably outperform gradient based methods remains a
largely unsolved problem. To highlight the severity of the issues with extending Newton’s
method to stochastic and distributed settings common in machine learning, we note that

3Example: if one wishes to minimize an L-smooth p-strongly convex function and one cares about the

number of gradient type iterations, the appropriate notion of a condition number is x := %



Table 1: Summary of algorithms proposed and convergence results proved in this paper.

Convergence
Rate
Method result type rate of the Theorem
condition number?

NEWTON-STAR 2 .
re+1 < cry, local quadratic v 2.1]
NEWTON-LEARN PF < 0F®Y  local linear v 3.2)
Algorithm Tyl < c@’frk local  superlinear v 3.2

Quantities for which we prove convergence: (i) distance to solution ry := ka — x*”, (ii) Lyapunov

function ®% := ||z* — z* ||2 +egyiy Z;’;l(hfj — h;j(z*))2 for ¢ = 1,2, 3, where h;;(z*) = ©; (a;;x*)
(see (B)); (iil) Function value suboptimality Ay := P(z*) — P(z*)
T constant ¢ is possibly different each time it appears in this table. Refer to the precise statements of

the theorems for the exact values.

until recently, we did not even have any Newton-type analogue of SGD that could provably
work with small minibatch sizes, let alone minibatch size one [19]. In contrast, SGD with
minibatch size one is one of the simplest and well understood variants thereof [29], and
much of modern development in the area of SGD methods is much more sophisticated.
Most variants of Newton’s method proposed for deployment in machine learning are
heuristics, which is to say that they are not supported with any convergence guarantees,
or have convergence guarantees without explicit rates, or suffer from rates that are worse
than the rates of first order methods.

1.4 Contributions summary

We develop several new fundamental Newton-type methods which we hope make a marked
step towards the ultimate goal of developing practically useful and communication efficient
distributed second order methods. Our methods are designed with the explicit goal of
supporting efficient communication in a distributed setting, and in sharp contrast with
most recent work, their design was heavily influenced by our desire to equip them with
strong convergence guarantees typical for the classical Newton’s method [34], [47] and
cubically regularized Newton’s method [12, [31]. Our convergence results are summarized
in Table [1

e First new method and its local quadratic convergence. We first show that
if we know the Hessian of the objective function at the optimal solution, then we
can use it instead of the typical Hessian appearing in Newton’s method, and the
resulting algorithm, which we call NEWTON-STAR (NS), inherits local quadratic
convergence behavior of Newton’s method (see Theorem [2.1)). In a distributed setting
with a central orchestrating sever, each compute node only needs to send the local
gradient to the server node, and no matrices need to be sent. While this method is
not practically useful, it acts as a stepping stone to our next method, in which these
deficiencies are removed. This method is described in Section 2

e Second new method and its local linear and superlinear convergence.
Motivated by the above result, we propose a learning scheme which enables us
to learn the Hessian at the optimum iteratively in a communication efficient manner.

7



This scheme gives rise to our second new method: NEWTON-LEARN (NL). We
analyze this method in the case, when all individual loss functions are convex and
A > 0. Besides the local full gradient, each worker node needs to send additional
information to the server node in order to learn the Hessian at the optimum. However,
our learning scheme supports compressed communication with arbitrary compression
level. This level can be chosen so that in each iteration, each node sends an equivalent
of a few gradients to the server only. That is, we can achieve O(d) communication
complexity in each iteration. We prove local linear convergence for a carefully
designed Lyapunov function, and local superlinear convergence for the squared
distance to optimum (see Theorems . Remarkably, all these rates are independent
of the condition number. The NL method and the associated theory are described in
Section [3]

e Experiments. Our theory is corroborated with numerical experiments showing
the superiority of our method to several state-of-the-art benchmarks, including
DCGD [I§], DIANA [14], 27], ADIANA [21], BFGS [6, O, 11, 41], and DINGO
[7]. Our method can achieve communication complexity which is several orders of
magnitude better than competing methods (see Section .

1.5 Related work

Several distributed Newton-type methods can be found in recent literature. DANE [40] is
a distributed approximate Newton-type method where each worker node needs to solve a
subproblem using the full gradient at each iteration, and the new iterate is the average of
these subproblem solutions. The linear convergence of DANE was obtained in the strongly
convex case. An inexact DANE method in which the subproblem is solved approximately
was proposed and studied by Reddi et al. [35]. Moreover, an accelerated version of inexact
DANE, called AIDE, was proposed in [35] by a generic acceleration scheme — catalyst [22] —
and an optimal communication complexity can be obtained up to logarithmic factors in
specific settings. The DiSCO method, which combines inexact damped Newton method and
distributed preconditioned conjugate gradient method, was proposed by Zhang and Xiao
[52] and analyzed for self-concordant empirical loss. GIANT [48] is a globally improved
approximate Newton method which has a better linear convergence rate than first-order
methods for quadratic functions, and has local linear-quadratic convergence for strongly
convex functions. GIANT and DANE are identical for quadratic programming. The
communication cost per iteration of the above methods is O(d). These methods can only
achieve linear convergence in the strongly convex case. The comparison of the iteration
complexity of the above methods for the ridge regression problem can be found in Table 2
of [48].

Crane and Roosta [7] proposed a distributed Newton-type method called DINGO
for solving invex finite-sum problems. Invexity is a special case of non-convexity, which
subsumes convexity as a sub-class. A linear convergence rate was obtained for DINGO
under certain assumptions using an Armijo-type line search, and at each iteration, several
communication rounds are needed assuming two communication rounds for line-search
per iteration. The communication cost for each communication round is O(d). The
compressed version of DINGO was studied in [I0] to reduce the communication cost
at each communication round by using the d-approximate compressor, and the same



Table 2: Comparison of distributed Newton-type methods. Our methods combine the
best of both worlds, and are the only methods we know about which do so: we obtain
fast rates independent of the condition number, and allow for O(d) communication per
communication round.

Rate Communication

Method Convergence independent of the cost Network
rate e e . . structure
condition number? per iteration

D[/Z(l)\}E Linear X O(d) Centralized

DIESO Linear X O(d) Centralized

A{??JE Linear X O(d) Centralized

GI[“?BITT Linear X O(d) Centralized

DII[\;JGO Linear X O(d) Centralized
D[g‘f]\] Local quadratict v O(nd?) Decentralized
DA[5N1_]LA Superlinear v/ O(nd) Decentralized

NEWTON-STAR . .
this work Local quadratic v O(d) Centralized
NEWTON-LEARN Local superlinear v O(d) Centralized

this work

T DAN converges globally, but the quadratic rate is introduced only after O(Lz2/u?) steps, where Lo is the
Lipschitz constant of the Hessian of P, and p is the strong convexity parameter of P. This is a property it
inherits from the recent method of Polyak [32] this method is based on.

rate of convergence as DINGO can be obtained by properly choosing the stepsize and
hyper-parameters when ¢ is a constant. Zhang et al. [51] proposed two decentralized
distributed adaptive Newton methods, called DAN and DAN-LA. DAN combines the
distributed selective flooding (DSF) algorithm and Polyak’s adaptive Newton method [33],
and enters pure Newton method which has quadratic convergence after about i—ﬂf |V P20
iterations, where M is the Lipschitz constant of the Hessian of P and p is the strongly
convex parameter of P. DAN-LA, which leverages the low-rank approximation method
to reduce the communication cost, has global superlinear convergence. At each iteration,
both DAN and DAN-LA need n — 1 communication rounds, and the communication cost
for each communication round is O(d?) and O(d) respectively.

We compare the convergence rate and per-iteration communication cost with these
Newton-type methods in Table 2 Note that the first five methods in the table have rates
that depend on the condition number of the problem, and as such, do not have the benefits
normally attributed to pure Newton’s method. Note also that the two prior methods
which do have rates independent of the condition number have high cost of communication.
Our methods combine the best of both worlds, and are the only methods we know about
which do so: we obtain fast rates independent of the condition number, and allow for O(d)
communication per communication round. We were able to achieve this by a complete
redesign of how second order methods should work in the distributed setting. Our methods
are not simple extensions of existing schemes, and our proofs use novel arguments and
techniques.



2 Three Steps Towards an Efficient Distributed New-
ton Type Method

In order to better explain the algorithms and results of this paper, we will proceed through
several steps in a gradual explanation of the ideas that ultimately lead to our methods.
While this is not the process we used to come up with our methods, in retrospect we
believe that our methods and results will be understood more easily when seen as having
been arrived at in this way. In other words, we have constructed what we believe is a
plausible discovery story, one enabling faster and better comprehension. If these ideas
seem to follow naturally, it is because we made a conscious effort to make then appear that
way. The goal of this paper is to develop communication efficient variants of Newton’s
method for solving the distributed optimization problem .

2.1 Naive distributed implementation of Newton’s method

Newton’s method applied to problem performs the iteration

D = gk (V2P(ak)) T PR B ok — (H(aF) + A1) T VP, 9)

A naive way to implement this method in the parameter server framework is for each
node i to compute the Hessian H;(2%) and gradient V f;(z¥) and to communicate these
objects to the server. The server then averages the local Hessians H;(2*) to produce H(z*)
via (8), and averages the local gradients V f;(2*) to produce V f(2*). The server then adds
Al to the Hessian, producing H(z*) + \I = V2P(2*), adds Az* to the gradient, producing
VP(x*) =V f(2*) + Az*, and subsequently performs the Newton step @ The resulting
vector 2" is then broadcasted to the nodes and the process is repeated.

This implementation mirrors the way GD and many other first order methods are
implemented in the parameter server framework. However, unlike in the case of GD, where
only O(d) floats need to be sent and received by each node in each iteration, the upstream
communication in Newton’s method requires O(d?) floats to be communicated by each
worker to the server. Since d is typically very large, this is prohibitive in practice. Moreover,
computation of the Newton’s step by the parameter server is much more expensive than
simple averaging of the gradients performed by gradient type methods. However, in this
paper we will not be concerned with the cost of the Newton step itself, as we will assume
the server is powerful enough and the network connection is slow enough for this step not
to be the main bottleneck of the iteration. Instead, we assume that the communication
steps in general, and the O(d?) communication of the Hessian matrices in particular, is
what forms the bottleneck. The O(d) per node communication cost of the local gradients
is negligible, and so is the O(d) broadcast of the updated model.

2.2 A better implementation taking advantage of the structure
of Hm(a:)

The above naive implementation can be improved in the setting when m < d? by taking
advantage of the explicit structure of the local Hessians as a conic combination of

10



positive semidefinite rank one matrices:

= %Z T)aga;;. (10)

Indeed, assuming that the server has direct access to all the training data vectors a;; € R?
(these vectors can be sent to the server at the start of the process), node i can send
the m coefficients h;;(z), ..., hyn(x) to the server instead, and the server is then able
to reconstruct the Hessian matrix H;(x) from this information. This way, each node
sends O(m + d) floats to the server, which is a substantial improvement on the naive
implementation in the regime when m < d2. However, when m > d, the upstream
communication cost is still substantially larger than the O(d) cost of GD. If the server
does not have enough memory to store all vectors a;;, this procedure does not work.

2.3 NEWTON-STAR: Newton’s method with a single Hessian

We now introduce a simple idea which, surprisingly, enables us to remowve the need to
iteratively communicate any coefficients altogether. Assume, for the sake of argument, that
we know the values h;;(z*) for all 4, j. That is, assume the server has access to coefficients
h;j(x*) for all 4, j, and that each node ¢ has access to coefficients h;;(z*) for j=1,...,m
i.e., to the vector

)

hi(2) == (ha1(2), . . ., ham(z)) € R™ (11)

for x = x*. Next, consider the following new Newton-like method which we call NEWTON-
STAR (NS), where the “star” points to the method’s reliance on the knowledge of the
optimal solution x*:

gkt L <V2P([E*))7l VP(z")

o® — (H(z*) + )~ ( }:Vﬁ +Aw>. (12)

=]

Since the server knows H(z*), all that the nodes need to communicate are the local
gradients V f;(2¥), which costs O(d) per node. The server then computes z*!, broadcasts
it back to the nodes, and the process is repeated. This method has the same per-iteration
O(d) communication complexity as GD. However, as we show next, the number of iterations
(which is the same as the number of communications) of NEWTON-STAR does not depend
on the condition number — a property it borrows from the classical Newton’s method.
The following theorem says that NEWTON-STAR enjoys local quadratic convergence.

Theorem 2.1 (Local quadratic convergence). Let Assumption hold, and assume that
H(z*) = p*I for some p* > 0 (for instance, this holds if f is p*-strongly convex) and
that u* + X > 0. Then for any starting point 2° € RY, the iterates of NEWTON-STAR for
solving problem satisfy the following inequality:

2**t — ]| < m (nm ZZ ||aw||3> —z|% (13)

=1 j=1

11



Proof. By the first order optimality conditions, we have

V(") + A =0. (14)
Let H, := H(z*). Since H, > p*I, we have H, + A\I = (u* + A\)I, and hence
H(H + AI)’1H <! (15)

Using and and subsequently applying Jensen’s inequality to the function z — ||z, we get

|zt — 2| = Hmk -z — (H. + )\1)71 VP(;ck)H
@ | (E D [(HL 40D (@ —2*) - (VA - Vi) + At — )]
4 = L L D) (6 ) — (V) — V1)~ A o)
— ZH (% — )—;Z(vfi(xk)_vfi(x*))H
i=1
< n(p* +)\ Z| (2 —a*) = (Vfi(a®) = Vfi(2"))]
O ¥” im i (T )ai 0, (2" —x i (%) — V fij(z*
N n(,u*—l-)\); m;[hlj( Jaij ;l;( g ) = (Vfi( k) Vfij( ))] - (16)

We now use the fundamental theorem of calculus to express difference of gradients V fi; (2%)—V fi; (z*)
in an integral, obtaining

Vi () — Vi / V2 (" + (@b — o) (@ — a)dr. (17)

Plugging this representation into and noting that V2 f;;(z) = H;;(z) (see (@), we can continue:

@+ 1 "1 &
Hl’k+1_;p*” < mz EZ(h”(x*)a”a;(xk_x*)
i=1 =1
1
— [ Hy(z* +7(a* —2%)) (2" - x*)d7> H
0
1 Z 1i(h( ) __T(ki )
R =1 F = R A

1
- [ hate et et - oy )|
0
n 1 m . ) 1 ) )
= ﬁzl g;%a?j(wk*z ) <hij(x )7/0 hij(a* + (" — ))m)
I~ o] :
< L
< Bl LSS

i=1 j=1

(18)

/ ij (™) — hij(z™ + T(xk —z"))dr|.

In the last step we have again used Jensen’s inequality applied to the function = — ||z||, followed by
inequalities of the form [|A;;zt;|| < ||Aqjll ||| [t;;] for Ay = aijaiTj, r=aF —2* and t;; € R.
From @ we obtain |h;;(x*) — hi;j(z* + 7(2® — 2%))| < v7|lay]| - [|[#* — 2*||, which implies that
! k ! k V||as|| k
[ huia) =it ot o) < [Curag - o - ofar = 2L ot -,
0 0

Plugging this into (L8), we finally arrive at (13). L]

12



Note that we do not need to assume f to be convex or strongly convex. All we need
to assume is positive definiteness of the Hessian at the optimum. This implies local strong
convexity, and since our convergence result is local, that is all we need.

3 NEWTON-LEARN: Learning the Hessian and Local
Convergence Theory

In Sections and [2.3| we have gone through three steps in our story, with the first
true innovation and contribution of this paper being the NEWTON-STAR method and its
rate. We have now sufficiently prepared the ground to motivate our first key contribution:
the NEWTON-LEARN method. We only outline the basic insights behind this method

here; the details are included in Section [3]

3.1 The main iteration

In NEWTON-LEARN we maintain a sequence of vectors
hf = (hflv ) hfm) € Rm?

for all = 1,...,n throughout the iterations k£ > 0 with the goal of learning the values
hij(x*) for all 4, j. That is, we construct the sequence with the explicit intention to enforce

Rk — b (x* as k — oo. 19
1) J

Using hy; ~ h;j(z*) we estimate the Hessian H(z*) via

. 1 n m
H(z") ~ H' .= — Z Z hfjaijaiTj, (20)

=1 j=1
and then perform a similar iteration to (12)):

2= ok — (HF 4 M) VP(h). (21)

3.2 Learning the coefficients: the idea

To complete the description of the method, we need to explain how the vectors hf“ are
updated. This is also the place where we can force the method to be communication
efficient. Indeed, if we can design a rule that would enforce the update vectors h¥* — pk
to be sparse, say

1Rt = hillo < s (22)

for some 1 < s < m and all 7 and k, then the upstream communication by each node
in each iteration would be of the order O(s + d) only (provided the server has access
to all vectors a;;)! That is, each node i only needs to communicate s entries of the
update vector A¥™ — hF as the rest are equal to zero, and each node also needs to
communicate the d dimensional gradient V f;(x*). Note that O(s+d) can be interpreted as
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an interpolation of the O(m + d) per-iteration communication complexity of the structure-
aware implementation of Newton’s method from Section 2.2] and of the O(d) per-iteration
communication complexity of NEWTON-STAR described in Section

In the more realistic regime when the server does not have access to the data {a;;},
we ask each worker 7 to additionally send the corresponding s vectors a;;, which costs extra
O(sd) in communication per node. However, when s = O(1), this is the same per-iteration
communication effort as that of GD.

We develop the update rule defining the evolution of the vectors k¥, ... hF. This rule
(see (25))) applies to the A > 0 case and leads to NEWTON-LEARN which we call NL (see
Algorithm . This rule and the method are described in Section .

3.3 Outline of fast local convergence theory

We show in Theorem (covering NL) that NEWTON-LEARN enjoys a local linear rate
wrt a certain Lyapunov function which involves the term ||z* — 2*||? and also all terms
of the form ||h¥ — h;(x*)||2>. This means that i) the main iteration (21)) works, i.e., z*
converges to z* at a local linear rate, and that ii) the learning procedure works, and the
desired convergence described in (19)) occurs at a local linear rate. In addition, we also
establish a local superlinear rate of ||z* — 2*||2. Remarkably, these rates are independent
of any condition number, which is in sharp contrast with virtually all results on distributed
Newton-type methods we are aware of.

Moreover, we wish to remark that second order methods are not typically analyzed
using a Lyapunov style analysis. Indeed, we only know of a couple works that do so.
First, Kovalev et al. [19] develop stochastic Newton and cubic Newton methods of a
different structure and scope from ours. They do not consider distributed optimization
nor communication compression. Second, Kovalev et al. [20] develop a stochastic BEGS
method. Again, their method and scope is very different from ours. Hence, our analysis
may be of independent interest as it adds to the arsenal of theoretical tools which could be
used in a more precise analysis of other second order methods.

3.4 Compressed learning

Instead of merely relying on sparse updates for the vectors h¥ (see ), we provide a more
general communication compression strategy which includes sparsification as a special case
[1]. We do so via the use of a random compression operator. We say that a randomized
map C : R™ — R™ is a compression operator (compressor) if there exists a constant w > 0
such that the following relations hold for all x € R™:

E[C(z)] = =z (23)
E[C@))* < (w+1)=] (24)

The identity compressor C(z) = x satisfies these relations with w = 0. The larger the
variance parameter w is allowed to be, the easier it can be to construct a compressor C
for which the value C(z) can be encoded using a small number of bits only. We refer the
reader to [B] for a list of several compressors and their properties.
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3.5 NL (learning in the )\ > 0 case)
We now consider the case where all loss functions ¢;; are convex and A > 0.

Assumption 3.1. Each ¢;; is convez, A > 0.

When combined with Assumption Assumption [3.1]implies that ¢f;(t) > 0 for all ¢,
hence hy;(x) = ¢f;(a] z) > 0 for all z € R In particular, h;;(z*) > 0 for all 7, j. Since we
wish to construct a sequence of vectors hy = (hf,... kL) € R™ satisfying hf;, — hy;(z*),
it makes sense to try to enforce all vectors in this sequence to have nonnegative entries:

k
hE > 0.

Since H” arises as a linear combination of the rank-one matrices aijaiTj (see (20)), this
makes H* positive semidefinite, which in turn means that the matrix H* + \I appearing
in the main iteration of NEWTON-LEARN is invertible, and hence the iteration is well

defined[]

3.5.1 The learning iteration and the NL algorithm

In particular, in NEWTON-LEARN each node i computes the vector h;(z*) € R™ of second
derivatives defined in , and then performs the update

B = [hE + nCE(ha(a®) — hE)], | (25)

where 77 > 0 is a learning rate, C¥ is a freshly sampled compressor by node i at iteration k.
By [-]+ we denote the positive part function applied element-wise, defined for scalars as
follows: [t]; =t if t > 0 and [t]; = 0 otherwise.

We remark that it is possible to interpret the learning procedure as one step of
projected stochastic gradient descent (SGD) applied to a certain quadratic optimization
problem whose unique solution is the vector h;(z").

The NL algorithm (Algorithm [1) arises as the combination of the Newton-like up-
date (adjusted to take account of the explicit regularizer) and the learning proce-
dure . It is easy to see that the update rule for H* in NL is designed to ensure that
H* remains of the form H* = 157"  HJ}, where Hf = %" hja;a;. The update
rule for 2%, performed by the server, is identical to , with an extra provision for the
regularizer. The vector 2**! is broadcasted to all workers. Let us comment on how the
key communication step is implemented. If the server does not have direct access to the
training data vectors {a;;}, we choose Option 1, otherwise we choose Option 2. A key
property of NL is that the server is able to maintain copies of the learning vectors h¥
without the need for these vectors to be communicated by the workers to the server. Indeed,
provided the workers and the server agree on the same set of initial vectors h?, ... ho,
update can be independently computed by the server as well from its memory state
h¥ and the compressed message CF(h;(x*) — h¥) received from node i. This strategy is
reminiscent of the way the key step in the first-order method DIANA [14] 27] is executed.
In this sense, NL can be seen as arising from a successful marriage of Newton’s method
and the DIANA trick.

4Positive definiteness of Hessian estimates is enforced in several popular quasi-Newton methods as well;
for instance, in the BFGS method [6] @) 1T}, 41]. However, quasi-Newton methods operate in a markedly
different manner, and the way in which positive definiteness is enforced there is also different.
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Algorithm 1 NL: NEWTON-LEARN (A > 0 case)
Parameters: learning rate n > 0

n m
Initialization: 2° € R%: A{,... h) € R7; H® = L %" 3" hla;5a], € R
i=1j=1

for k=0,1,2,... do

Broadcast x* to all workers

for each node 7+ =1,...,n do
Compute local gradient V fi(z%)
B = [ (i) — B
Send V f;(z*) and CF(h;(z*) — hF) to server
Option 1: Send {ay; : ' — hE # 0} to server
Option 2: Do nothing if server knows {a;; : Vj}

end for
g = ok — (HF + )\I)fl (% STV fi(a®) + )\xk)
HF = HY + L5 S (5 — hE)agia));
i=1j5=1
end for

3.5.2 Theory
In our theoretical results we rely on the Lyapunov function

. 1
Of = ||2* — HQJFWHka ZHhk a")||*.

Our main theorem follows.

Theorem 3.2 (Convergence of NL) Let Assumptions and . hold. Let n < —=

and assume that ||z% — z*[|* < 2 2R6 for all k > 0. Then for Algomthml we have the
imequalities

E[@}] < 67,
: {—”Tfi?-‘;fiﬂz} < it (meg) S
where 1 :=1— mln{27 5
Since the stepsize bound 1 < —= is independent of the condition number, the linear

convergence rates of E[®}] and E [%] are both independent of the condition number.

Next, we explore under what conditions we can guarantee for all the iterates to stay in a
small neighborhood.

Lemma 3.3. Let Assumptions cmd hold. Assume hfj 1S a com)eQx combination of
{hij (%), hij(zY), ..., hij(2®)} for all i, j and k. Assume ||2° — 2*||? < 5%75. Then

1202 RS

forall k> 0.



It is easy to verify that if we choose hgj = h;(2") and use the random spar-
sification compressor and n < WLH, then hfj is always a convex combination of
{hi;(x°), hij(xY), ..., hij(2¥)} for k > 0. Thus, from Lemma [3.3 we can guarantee that all
the iterates stay in the small neighborhood assumed in Theorem as long as the initial

point 2° is in it.

4 Experiments

We now study the empirical performance of our second order method NL and compare it
with relevant benchmarks and with state-of-the-art methods. We test on the regularized
logistic regression problem

n

)1 1 « A
min {E > — D log (1 +exp(~byajr)) + §||33||2} ,

i=1 j=1

where {a;;, bi; }jcim) are data samples at the i-th node.

4.1 Datasets and parameter settings

In our experiments we use five standard datasets from the LIBSVM library: a2a, a7a, a9a,
w8a and phishing. Besides, we generated an artificial dataset artificial as follows: each
of the d elements of the data vector a;; € R? was sampled from the normal distribution
N (10, 10). The corresponding label b;; was sampled uniformly at random from {—1,1}.
We partitioned each dataset across several nodes (selection of n) in order to capture a
variety of scenarios. See Table [3| for more details on all the datasets and the choice of n.

In all experiments we use the theoretical parameters (e.g., stepsizes) for all the three
algorithms: vanilla Distributed Compressed Gradient Descent (DCGD) [18], DIANA [27],
and ADIANA [21].

As the initial approximation of the Hessian in BFGS [6, O 11, [41], we use

H° = V?P(z%), and the stepsize is 1. We set the same constants in DINGO [7]
as they did: 0 = 1074, ¢ = 1075, p = 107%, and use backtracking line search for DINGO
to select the largest stepsize in {1,271,272,274 ... 2710} We conduct experiments for

three values of the regularization parameter A: 1073,107%,107°. In the figures we plot the
relation of the optimality gap P(z*) — P(x*) and the number of accumulated transmitted
bitsﬂ or the number of iterations. The optimal value P(z*) in each case is the function
value at the 20-th iterate of standard Newton’s method. We adopt the realistic setting
where the server does not have access to the local data (Option 1).

4.2 Compression operators

For the first order methods we use three compression operators: random sparsification
[44], random dithering [I], and natural compression [I3] (all defined below). For random-r
sparsification, the number of communicated bits per iteration is 32r + log, (f), and we

choose r = d/4. For random dithering, we choose s = V/d, which means the number of

5In all plots, “communicated bits” refers to the total number of bits sent by all nodes to the server.

17



Table 3: Datasets used in the experiments, and the number of worker nodes n used in
each case.

Datasets | # workers n | # data points (= nm) | # features d
a2a 15 2 265 123

a7a 100 16 100 123

a%a 80 32 560 123

w8a 142 49 700 300
phishing 100 11 000 68
artificial 100 1 000 200

communicated bits per iteration is 2.8d + 32. For natural compression, the number of
communicated bits per iteration is 9d bits.

For NL we use the random-r sparsification operator with a selection of values of r. In
addition, we use the random sparsification operator C, induced by the random-r compressor.
This compressor is also defined below.

4.2.1 Random sparsification

The random sparsification compressor [44], denoted random-r, is a randomized mapping
C : R™ — R defined as m
Clx):=— -Eoux
r

where £ € R™ is a random vector distributed uniformly at random on the discrete set
{y € {0,1}™ : ||y|lo = 7}, where |ly|lo := {7 | y; # 0} and o is the Hadamard product. The
variance parameter associate with this compressor is w = " — 1.

4.2.2 Random dithering

The random dithering compressor [I], 4] with s levels is defined via
) 1
() = sign(s) -l - €.

where ||z, ;== (3, |2;]9)"? and ¢, € R™ is a random vector with i-th element defined as

- ity Jzils _
£.(i) = [+ 1 with probability T [ |
l otherwise
|4

lIzllq o
parameter of this compressor is w < 2+ M [14]).

bound w < min{ %, \/Tﬁ} .

€[t ”Tl] and s € N denotes the levels of the rounding. The variance

s?

Here, [ satisfies

For ¢ = 2, one can get the improved

4.2.3 Natural compression

The natural compression [I3] operator Cya : R™ — R is obtained by applying the random
mapping C : R — R, defined next, to each coordinate of x independently. We define
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C(0) = 0 and for t # 0, we let

2llosa [t ||
ollogg [t]]

C(t) == sign(t) - 2122 [tl]  with probability — p(t) :=
| sign(t) - 2M°s2 M1 with probability 1 — p(t)

The variance parameter of natural compression is w = %.

4.2.4 Bernoulli compressor

A variant of any compression operator C : R™ — R can be constructed as follows:

1C(x) with probability p
O P
Cpl) : { 0 otherwise ’ (26)

where p € (0,1] is a probability parameter. It is easy to verify that C, is still a compression
operator with variance parameter w, := “t1 — 1 where w is the variance parameter of the
underlying compressor C.

4.3 Behavior of NL

Before we compare our method NL with competing baselines, we investigate how is their
performance affected by the choice of the sparsification parameter r defining the random-r
sparsification operator C. Likewise, we vary the probability parameter p defining the
induced Bernoulli compressor C,,.

According to the results summarized in Figure [I| the best performance of NL is
obtained for r = 1 and p = 1. We will use these parameter settings for NL in our
subsequent experiments where we compare our method with several baselines and state-of-
the-art methods.

N < 100
Y 1072
%

Al

27T 2 27 T 27 2’
communicated bits communicated bits

5T 519

2T 27T
communicated bits

(a) a2a, A =103 (b) a2a, A =107 (c) phishing, A = 1072 (d) phishing, A = 10~*

Figure 1: Performance of NL across a few values of r defining the random-r compressor,
and a few values of p defining the induced Bernoulli compressor C,,.

4.4 Comparison of NL with Newton’s method

In our next experiment we compare NL using different values of r for random-r compression,
with Newton’s method; see Figure 2l We clearly see that Newton’s method performs
better than NL in terms of iteration complexity, as expected. However, our methods have
better communication efficiency than Newton’s method, by several orders of magnitude.
Moreover, we see that the smaller r is, the better NL performs in terms of communication
complexity. In Figure [3| we perform a similar comparison for several more datasets, but
focus on communication complexity only. The conclusions are unchanged: our methods
NL have superior performance.
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Figure 2: Comparison of NL with Newton’s method in terms of iteration complexity for
(a), (¢); in terms of communication complexity for (b), (d).
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Figure 3: Comparison of NL with Newton’s method in terms of communication complexity.

4.5 Comparison of NL with BFGS

In our next test, we compare NL with BFGS in Figure |4l As we can see, our methods have
better communication efficiency than BFGS, by several orders of magnitude.

4.6 Comparison of NL with ADIANA

Next, we compare NLwith ADIANA using three different compression operators: natural
compression (DIANA-NC), random sparsification (DIANA-RS, r = d/4) and random
dithering (DIANA-RD, s = \/E), see Figure [5. Based on the experimental results, we can
conclude that NL outperforms all three versions ADIANA for all types of compression,
often by several degrees of magnitude.

4.7 Comparison of NL with DINGO

In our next experiment, we compare NL with DINGO. The results, presented in Figure [6]
show that our method are more communication efficient than DINGO by many orders of
magnitude. This is true for all experiments.
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Appendix

A Proofs for NL (Section 3.5

Let Wk := (KE, ... hE a*).

Y TL’

A.1 Lemma

We first establish a lemma.

Lemma A.1. Let S*:= 37 50", lai|*. Forn < - and all k > 0, we have

E [H" | WF] < (1 =R +m*S? ||2* — =

Proof. First, recall that

HE =T ||AE — (e (27)
i=1
Since h;(z*) € R due to convexity of f;;, we have
I[z]+ — hs(@)|” < ||z = hi(z)|] for all r € R™. (28)
Then as long as n < — +1’ we have
[szﬂ | Wk _ Z Hhkz+1 (%) 2 ‘ W’f]
= SCE[|IRE ) — m) — )P W]
i=1
= N
< CE[|RE k() - B = hit)|* | W]
i=1
_ - k N[E - k k k\ 1k * k
= Do = (e + 20 Y [(CF(hi(a®) = BE), BE — (™)) | W]
i=1 i=1
- 2
w3 E [Hcmm’f) —nb)|* 1]
C)+E)+@1)
< Hk+2772 — i B = hi(a))
+7722(W+1)Hhi(xk) — R (29)

Using the stepsize restriction 7 < ——, we can bound n*(w + 1) < 7. Plugging this back in

e
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[29), we get
E [Hk+1 ’ Wk] S ’Hk + U2<hz($k> — hf, hl(.%k) + h,]: - 2hz(x*)>
= Hn> (Hhi(wk) — hi(w

i—1

(1—n)H" + nz |7 (") — hi(2™)

— hi(z™)

)

2

" 1_ Hk‘f‘ﬁzz 1] - z'j ))2
i=1 j=1

@ i n m ) ) N 2

< A=+ ) P agl et -«
i=1 j=1

(1 — )M + 282 [|2* — ||

A.2 Proof of Theorem 3.2

It is easy to see that

IR
- EZH%" Zhw% Dij-
i=1
By the first order necessary optimality conditions, we have
Vf(z*)+ A" = VP(z") = 0.
Furthermore, since we maintain H* > 0 for all k, we have H* + A\I > A\I, whence

| (o7 <

>,|._.

Then we can write

| & 2% — 2% — (H* + AI) "1V f(2") + Az") |
= [JHE 42D (H 4+ A (e — o) = Vf(aF) = Mt
H % |(H* + A1) (2" — 2%) — V f(a") — A
DLt - o) - (V6N - V1)
; 2[]\\

< )\ZHHkx —2*) — (Vfi(z") — sz(m*))”
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where the last step follows from applying Jensen’s inequality to he convex function z +— ||z||.

Using and (2) we get

n m

! — > [rasag* —27) = (Vfis(a") —sz-j<x*>>}H- (33)

j=1

1

k+1
| < -

We can now express the difference of the gradients in integral form via the fundamental
theorem of calculus, obtaining

Vi) = V() = / H,j (2" + 7(a* — 7)) (" — %) dr

E]

1
/ hij(z* + 7(2* — 2*))agja; (2" — 27) dr.
0

We can plug this back into (33]), which gives

ot e
< S Y 1 Xm: hisaa / (z* + 7(2* — 2%))ai;a, (2" — 2*)dr
TomAgm j=1 o 7 v

1 1
- — EZ(LU aj;(z* —x¥) gt 4+ 7(ah —2%))dr
i=1
H.Tk—l‘* 2 * k *
< f%ZZH i@+ (a* = ")) (34)
From @, we have
1
/0 hfj — hij(x* + T(ZEk —x*))dr
1
< /’hf»— hij(z* + 7(2" — 2* |d7‘
0
< WZ hij ( H‘/ |hm — hij(z* 4+ 7(a* — 2 |dT
@ -
2y = o)+ [ vl et = ol
o Vllall ;
= |k — hy(2 )|+TJ||1"€—»T . (35)

By squaring both sides of , applying Jensen’s inequality to the function t — ¢? in the
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2
form <$ > Zj tij> < Lm Do Z] i;» and plugging in the bound , we get

2

ka—l—l_aj*
|t — 2 2( 1
< = 0 f - Z’ — hyj(z* + 7(2F — 2
nm =3 j=1
T
s ——zzo ol 1 )
| | A a1k \ v||am|| A
S T 2 el (1 ) et
28 — 2> 1 e 4 k a2 Pllagl? e e
< T%;;H%H 2hij = hig(@™)|" + —la” = 27|
A | R v R?
< u ZZR‘*(QW (x*)\2+T|\a:k—x*y|2>.
=1 j=1

In the last step we have used Young’s inequality.ﬂ
Since R := max; ;{||a;;||}, we can further bound

. 2R . V2 RS .
"+ —2*|? < Wﬂkak —|* + 2—)\QHiUk — 2", (36)

Assume ||zF — 2*||? < for all k£ > 0. Then from , we have

— 121/2 RS

)\2 2R4 ) )\2 1/2R6H£Uk—l'*H2

[ 7T < 1202 RS nmA2 + 1212 RS 272
1 1
Hk i | DS A 27
6nmuy2R2 + 24HI 2|

and by taking expectation, we have

L&

1
E k+1 %2 k < k i ok 2‘
[ =22 | W] < b e | (37)
Next, Lemma implies that
E [H" | WF < (1= n)H" + ngnm?R? ||2* — x*H2 (38)

Recall that &% .= ||zF+! — 2%||2 + + 3oz 1. Combining (37) and (38), we get

. 1
E [(I)’f—H | Wk:| = kK “|$k+1 - H2 | Wk} - W

1 1 1
z (1= ) Hk‘ - k_ *)2
—  3nnmv?R? < e <24 * 3) " =27l

(1 - mm{;’ 2}) ok = ook, (39)

25

E [Hk-i-l ‘ Wk:|

IN

6(a+b)? < 2a2 + 2b2.



By applying the tower property, we get

59
0,E [9]] .

E[ey"] =E[E[2r™ | W]
Unrolling the recursion, we get E [@’f] < O8®Y and the first claim is proved.
We further have E [||z% — 2*|?] < 6f®} and E [HF] < 6§3nnmi?R?®). Assume
z* 2 x* for all k. Then from (36]), we have

kaJrl B x*HQ 2R4 fHk + V2R6H k *H2
-
||xF — 2|2 — nm\? 2)2 ’
and by taking expectation, we obtain
ot = ?) 2R PR o
E [ [z — 2*|2 = mn/\zE [H'] + 9)\2 E [|la" - 2*|%]

IN

2 6
0f (6 +2) ;j Y.
A.3 Proof of Lemma 3.3

We prove this by induction First, we have |20 — z*||* < 121/2 7s Dy the assumption. We

assume [|z2% — 2*|]> < 2 2R6 holds for all k& < K. For k < K, since hj; is a convex
combination of {h;;(z%), hi;(x'), ..., hij(z*)} for all 4, j, we have

k k
- Zpthl](xt>7 with Zpt = ]-7 and Pt Z 07
t=0 =

which implies that

Zuhk O = S -

i=1 j=1
n m k 2
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i=1 j=1|t=
n m k
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i=1 j=1 t=0
@ n m k
2 S plaglPll —

i=1 j=1 t=0
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for k < K.
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Combining the above inequality and , we arrive at

n
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