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The accuracy of the spoken message is measured using the word error rate (WER) achieved by a pre-trained lip-reading

model. We use the LipNet model [2], which surpasses the performance of human lipreaders on the GRID dataset. For bot

h content metrics lower values indicate better accuracy.

End-to-End Speech-Driven Facial Animation with Temporal GANs, Vougioukas et al., iBUG 

Group, Imperial College London, Samsung AI Centre, Cambridge, UK, 2018



GRID SAVEE BIWI 3D TCD-TIMIT FaceWarehouse RAVDESS eNTERFACE’05

Cooke 2006 Wang 2010 Fanelli 2010 Harte 2015 Chen Cao 2012 Livingstone 
2018

Martin 2005

t + a + v t + a + v t + a + v + RGBD t + a + v RGBD + emotions + 

a set of facial 
feature points

t + a + v (speech, 
song) 

Audio-Visual 
Emotion Database

1000 sentences 480 sentences 1109 sentences 6913 sentences 2 sentences

34 speakers
(18 m, 16 f)

4 male speakers 14 speaker
(6 m, 8 f)

62 speakers 24 speaker 
(Professional actors 
)

42 speakers

14 hours 30 min 1 hour 7356 
recordings

neutral style 5 emotions various emotional 
and neutral style

Neutral style, 3 
lipreaders, straight 
on and 30* angle

8 emotions with 

emotional 
intensity

6 emotions

freely available 
for research use

available free of 
charge for 
research 
purposes.
Register.

The database can be 
obtained upon 
request, for research 
purposes only. A license 
agreement must first be 
signed (no students) 
and sent to .

available to 
members of 
collaborating 
academic 
institutions.

available for 
academic research 
purposes. We only 
send the data to 
approved 
researchers

free of charge and 
without restriction 
from the open 
access repository 
Zenodo

available, free of 
charge, for research 
purposes only

Datasets





Audio speech

signal

Phonemes detection Network

Visemes coefficients regression Network

Weak Loss Function based on 
Face speech motion capture

Regularization based on 
detected phonemes

OHH SSH

…

UUU

Landmarks stream
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loss function based on landmarks motions
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Short report

Our solution consists of “Phonemes-Landmarks Predictor” and “Visemes Post-processing module”.

“Phonemes-Landmarks Predictor” takes audio features as input. If given an audio signal, we extract 

a feature vector for each frame. Our feature vector concatenates 13 Mel Frequency Cepstral

Coefficients (MFCCs) that have been widely used for speech recognition, 26 raw Mel Filter Bank 

(MFB) features, and finally 26 Spectral Subband Centroid. Features are extracted every 10 ms. The 

frequency analysis is performed within windows of size 25 ms in the input audio. Finally, input 

vectors for each frame overlay 250 ms, and has dimensions 24x65.

“Phonemes-Landmarks Predictor” outputs visemes coefficients (which are then transformed into 

landmarks) and phoneme group probabilities for each frame.

In next stage “Visemes Post-processing module” mixes phonemes and raw visemes and outputs 

final visem mesh coefficients.



Short report

As ground truth we used GRID dataset, for landmarks detection we used SRR-design detector, for 

phonemes estimation from text we used Montreal Aligner. 

For all samples in dataset we estimated landmarks shifts from base frame to current frame. And 

using predefined matrix, we converted predicted visemes coefficients to these shifts. 

On training stage we construct multi term loss function. First term calculated as mean square error 

for predicted landmarks and ground truth landmarks. Second and third terms calculates as finite 

differences of the first and second orders respectively.



Results

• Phonemes accuracy is equal to 85%. 

• The Inter Ocular Distance error is equal to 1.5%. (< 5% is normal)

• The network infers with a lag of 130 ms (~650 ms for Visemenet)

• Comparison with other state-of-the-art models is being prepared


