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Common dimensionality reduction methods

o LSA

@ non-negative matrix factorization
e pLSA

e LDA

°

more advanced topic models
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LSA

@ LSA (latent semanyic analysis) - the process of applying SVD
for dimensionality reduction

e mainly used in text domain (objects=documents)
o also called LSI (latent semantic indexing)

@ SVD decomposition: X = USVT, UTU=1 VTV =1,

Y =diag {0?,..0%}, U,V e RVR ¥ e RRR R =rgX

@ Truncated SVD of order K:

o Xk = UkZk V), Uk, Vk-first K columns of U,V; ¥ -first K
columns&rows of

o Uk, Vi e RV ¥, e RFK K < R, usually K € [200, 500].
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LSA

o Property of truncated SVD:
° XK = argming: rg B<K ”X B”Frobenlus

@ Low order representations for new objects x €
o U=XVIl=>u=xvy1
o Uk = XVt => uk = xVkZ, !

R].XD
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pLSA!

@ pLSA = probabilistic latent semantic analysis

@ It is a probabilistic generative model for words in documents

'Thomas Hofmann, Probabilistic Latent Semantic Indexing, SIGIR-99,
1999.
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pLSA definition

@ Documents collection may be represented as a sequence

(d, Wd7c>2211’7"D" of <document, word> pairs, where

e d - document number
e ¢ - word-position number inside document
e ny - length of document d

o We will have n = S°5_, ny such pairs.
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pLSA generation

@ For each word position:
o document is sampled d ~ p(d)
e unobserved topic is sampled z ~ p(z|d)
o word is sampled w ~ p(w|z)
o Comments:
o Each document defines some distribution on topics z ~ p(z|d)
o Each topic defines a distribution on words w ~ p(w|z)
e only topic affects word distribution (not <topic,document>)
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Equivalent «symmetric» representation of pLSA
p(d, w) = p(d)p(w|d) = p(d ZP z|d)p(w|z) (1)

= 3" p(d, 2)p(wlz) = Zp(z (dlz)p(wlz)  (2)

(a) asymmetric and (b) symmetric pLSA representation

(a) (b) -
YO | | @
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Connection of pLSA to LSA

@ In matrix form X = UX VT, where

o X e RPW e RPK ¥ ¢ REK V€ WxK

e U,V - are stochastic, not orthogonal matrices

e U,X,V are estimated with maximum likelihood, not Frobenius

norm minimization.

@ pLSA - more interpretable

e document-topics distribution

e topic-word distribution

e We can truncate this representation by taking only topics with
p(z) > threshold.
allows finding semantically close documents and words
segmentation into topics of running text
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Dimensionality reduction with pLSA

Define x4y := p(w|d), a4z := p(z|d), b = p(w|z)
X ={xgy} ERPW —A=1{a,} cRPK¥ B=1{b,,}c
RKXW

p(wld) = >_, p(z|d)p(w|z)

In matrix form X = AB

o
o
@ a4. € RX-low dimensional representation of document d
e b, € RX-low dimensional representation of word w

o

Allows to find similar/dissimilar documents and words.
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Segmentation into topics of running text

Label words with

arg max p(z|d, w) = arg max
z z

Topics
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Counters definitions

n - total number of word positions

ng - number of word positions in document d
Ndgwz-number (d, w, z) triples

Ngw = Zz Ndwz, Ndz = ZW Ndwz, Nwz = Zd Ndwz

ng = ZW Ngw = ZZ Ndz, Nw = Zd Ndw = ZZ Nwz,
ny; = Zd Ngz = ZW Nyz
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General probabilistic model with latent variables

Suppose objects have observed features x and unobserved (latent)
features z.

e [x,z] ~ p(x,z,80), x ~ p(x,0)
e denote X = [x1,x2,..xn|, Z = [21, 22, ...Zn].
To find 6 we need to solve

L(0) = Inp(X]|0) = X,Z|0
(6) = In p(X|6) nzZ:p( 1 Z|0) — max
o This is intractable for unknown Z.
@ We need to fallback to iterative optimization, such as SGD.

o Alternatively, we may use EM algorithm, which “averages” over
different fixed variants of Z.
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EM algorithm

INPUT:
training set X = [x1,...xn]
some initialization for 4
some predefined convergence criteria

ALGORITHM:

repeat until convergence:
E-step: set distribution over latent variables:
q(Z) = p(Z1X,0)
M-step: improve estimate of 6

0 = argmaxo {3, a(2) In p(X, Z|9)}

OUTPUT :
ML estimates 6 for training set.
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EM algorithm for pLSA?

o Define ng,-the count of word w in document d, c-cell number
¢ in document, filled with some word w. Document d has nyg
words (=cells filled with these words).

@ Parameters
0 = {p(2),p(d|z), p(w|z); z=1,K,w =1, W,d = 1, D}

o Likelihood:
_ D ng
P({d,wa.c}e ) = [T T] p(d: wac)
d=1c=1
D nyg
=TT TI>_ p(2)p(wa,clz)p(d|2)
d=1c=1 =z

2Derive pLSA estimation with EM when each document may belong only
to single topic.
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EM algorithm for pLSA

o Log-likelihood (direct maximization intractable):

In P({d, wq,c}*=2) Zzln (Zp p(w.c|z) (d|z)>

d=1c=1

@ For known z,4 . for all word positions:

D nq

In P({d, wel 52 = 37 In[p(z4.0)p(wlza.c)p(dlz0c)]

d=1c=1
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EM algorithm for pLSA

o E-step:
_p(z,d,w)  p(z)p(d|z)p(w|z, )
Pzld. W) = Zdw) S p2)(d|) p(wlz )
p(z)p(d|z)p(w|z)

2 p(@)p(dlZ)p(wl2)
@ M-step (reestimation of § using p(z|d, w)):

E, In P({d, we, z}7-2)

:1,nd
D Ny

= Z Z Z p(zld, wa.c)In [p(z)p(wa,c|z)p(d|Z)]

d=lc=1 z

D W
=> > naw Y plzld,w)In[p(z)p(w|z)p(d|2)]

d=1w=1 z
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EM algorithm for pLSA

Constraints:

S p(z) =Y p(wlz) = 3 p(dlz) = 1
w d

z

Lagrangian

L= Z Z Nelw Zp z|d, w) [In p(z) + In p(w|z) + In p(d|z)]

d=1w=1

+ay (1 -p(2)) +Bz2( = p(w[2)) +72 ) (1 - p(d|2))

d

1
= zd:zwjndwp(zfda W)m —a=0
) o ZZ nawp(z|d, w) = n;
d w

P(Z) = nZ/n 17/26
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EM algorithm for pLSA

nawp(z|d, w) —B,=0
) = 2 o)
p(W|Z OCanWp z‘daW):nwz

d

p(w|z) = nuz/n;

8
o(dl2) anwp z|d, w) (d| ] -7, =0

p(d|z) x Z nawp(z|d, w) = ny;

p(d|z) = ndz/nZ
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EM algorithm

Initialize p(z), p(d|z), p(w|z).
Iterate until convergence:
o E-step:
p(2)p(d|z)p(w|z)
p(zld,w) =
19 = 5 o2l )p(wl2)

o M-step:

Nz =3 42 Nawp(z|d, w)

Nwz = Zd ”de(Z‘dy W)

Ngz = >, NawP(z|d, w)

p(z) =%  plwlz) == p(dlz) ==
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Comments

@ p(z|d) - more reasonable and useful statistic.

Nz Ngz
gy = P@&d) . p@@pldlz) _ non,
P( |d) p(d) Zz’ p(zl)p(zl‘d) Zz/ n;/ ’;dz’

Ndz Ndz

ZZ/ Ngz a Ny

@ Result of EM depends on starting conditions!
o better init with some reasonable topics, based on human
document categorization.
e may init using results of document clustering into K-clusters
e more natural to init p(z|d) than p(d|z)

20/26



Topic modelling - Victor Kitov

LDA method?

@ Bayesian extension of pLSA
o Distributions p(z|d) and p(w|z) are «inner random
parameters» with prior distributions:

p(zld) ~ Dir(a), p(w|z) ~ Dir(3)

Probability density function of Dirichlet(a), a = {ay}K_;

{g;k}:(),l {rxk}:l {O_':C}ZIU

3Derive LDA estimation with EM E‘?Pz‘%‘ >1, 8> 1 elementwise.
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LDA variables

Parameters:
e a-Dirichlet prior on topics distributions p(z|d)
e (3-Dirichlet prior on words distributions p(w|z)
Estimated values:

I
N

o v, =p(w|z), w=1W, z
e 0y =p(z|d),z=1,Z,d=1,D
Latent variables:

@ topics at each word-position:

z¢, d=1,D,i=1,ny4

i

Observed variables:
@ words at each word-position:

wl, d=1,D,i=1,ng

1
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LDA-data generation process

© generate 04 ~ Dir(a)), d=1,D
Q generate ¢, ~ Dir(B), z=1,7Z
© for each document d and each word-position n =1, ng:

O generate topic z¢ ~ Multinomial(04)
@ generate word wS ~ Multinomial(g,s)
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Extensions of topic models

e Automatically select number of topics (e.g. HDP)

o still need to specify «willingless to make new topic»
@ hierarchical set of topics

o greedy layerwise optimization

e joint optimization for whole hierarchy
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Extensions of topic models

@ Document representation may contain not only sequence of
words but also sequence of other entities:
e possible entities: title text, authors, keywords, links, users who
read them, etc.
o If document has other properties, they can be also generated
in topic model
o length, time, source, etc.
@ Topic modeling can be applied to any objects, represented as
sequences of entities
e we considered only objects=documents, entities=words on
word-positions.
@ Other possible application domains:

o DNA sequences of genes
e video records with particular events
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Applications*

@ Topic models can be applied for:
o dimensionality reduction (feature extraction)
document clustering
document summarization
topics segmentation inside documents
word clustering

“*See K.V.Voronsov's course on topic modelling for more.
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