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Generative adversarial nets

Objective: image generation

Neural Network

noisez~p, [ ) G > image X ~ Dgatq

G —minE,p, E(G(z;0))] = minE,,, [1 = P(G(z 0) ~ Pgata)] =

=minE,_, |1 —-D(G(z;0)
o pZ[ ( )] D is another neural network!



Generative adversarial nets
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Theoretical guarantees

E,p, [log (1 — D(G(Z)))] + Ex~p o, 108 D(x)] — mGin max

If we don’t restrict G and D to parametric families, then:

1. For G fixed, the optimal discriminator D is
Paata(X)

Paata(X) + Pg (%)
pg(x) = fZ:G(Z)=x p,(z)dz — probability of x being an output of G

D¢ (x) =

2. For D = D, minimum of the objective is achieved
if and only if p; = Paata



Theoretical guarantees

If we don’t restrict G and D to parametric families, then:

If on each step of the iterative algorithm D is allowed
to reach D and p,, is updated so as to decrease

Ex-p, [log(l — D(x))] + Exepyy, 1108 D(x)]

then p, converges to pygtq



Theoretical guarantees

V(pg,D) = Ex~p, [log(l — D(x))] + Exnp g, 1108 D(X)]

V(pg, D) is convex (linear) inp, V D

C(pg) = max [IEx~pg [log(l — D(x))] + Exepiues [logD(x)]] =
= aV(pg,D*) € dC(py)
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Theoretical guarantees

V(pg,D) = Ex~p, [log(l — D(x))] + Exnp g, 1108 D(X)]

V(pg, D) is convex (linear) inp, V D

C(pg) = Ex~p, [log(l — D*(x))] + Exnp g, 108D ()] =
= 0V(py, D*) € 3C(p,)

N



Training algorithm

for T iterations do
for k steps do

sample {z(, ..., z(MW} ~ p,
sample {x®, .., x(M} ~ py.1q
update D(x; 8,):
vi=uv + and% s llogD(x(i); 0,) + log (1 — D(G(z(i)); Qd))]
8 =04 +v
end for
sample {z(, ..., z(MW} ~ p,
update G(x; Hg):
V= uv — angi i [log (1 — D(G(Z(i); Hg) ))]
0, =0, +v
end for



Generative adversarial nets
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Important details

1. Maxout activation functions.
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Important details

. Maxout activation functions.

. Early in training, log[l — D(G(Z))] saturates =>
train G to maximize log[D(G(Z))].

. Desynchronization of D and G (don’t train G too
much without updating D).



Experiments

1. Quality assessment using Gaussian Parzen windows.



Experiments

1. Quality assessment using Gaussian Parzen windows.
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Experiments

Model MNIST TFD

DBN [3] 138 £ 2 1909 £ 66
Stacked CAE [3] | 121 £1.6 | 2110 £ 50

Deep GSN [6] 214+ 1.1 1590 + 29
Adversarial nets 225 + 2 2057 = 26




Experiments

DWWD ¥ I [ e




Laplacian Pyramid of
Adversarial Networks

Conditional adversarial networks:
IEZNPZ,ZNPI[log(l —D(G(z, 1), l))] + Exiep gy, [108 D(x, )] — min max

G D
d (1) — downsampling operator, u(/) — upsampling operator
|1y, 14, ..., Iy | — consequentially applying d (1)
hy = I, — u(l41) = Iy = ullysq1) + hy
Let’s learn h;, using adversarial pair Gy, Dy, conditioned on u(l;41)



Laplacian Pyramid of
Adversarial Networks

Conditional adversarial networks:
IEZ~pzyl~pl[log(1 —D(G(z D), l))] + Exiep gy, 108 D(x, D] — mGin max




Laplacian Pyramid of
Adversarial Networks

Giving up any “global” notion of fidelity!
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Laplacian Pyramid of
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Image deconvolution using
Adversarial Networks

Image deconvolution

T T

Incorporating image priors Deep learning

Adversarial Networks



Image deconvolution using
Adversarial Networks




