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Intro

Information extraction - turn unstructred text into structured

data

Named entity recognition (NER) - �nd named entities in text

and label their types

Named entities:

typically: people, places, organizations
additionally: dates, times, prices.
custom: names of genes, names of college courses.

Coreference resolution - group named entities relating to the

same real-world entity.
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Applications of NER

Extract sentiment towards particular product

Extract relations between objects

Link text to structured data (e.g. from Wikipedia)

Question answering
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Types of entities
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Problems on NER

Problems in NER:

Find span of text covering given entity
Detect entity type

Entity with the same name can correspond to di�erent types:
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Solution to NER

Solve NER with sequence labelling classi�cation (using
MEMM, conditional random �elds)

classi�er perfroms both segmentation and type identi�cation

BIO tagging: B=beginning, I-inside previous tag, O=outside

2*n+1 classes for n entity types
n+1 classes for IO tagging

can't separate 2 neighbouring types
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Example
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Features for NER classi�cation
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Feature descriptions

For word L'Occitane the following features will be generated:

pre�x(w) = L
pre�x(w) = L'
pre�x(w) = L'O
pre�x(w) = L'Oc
su�x(w) = ane
su�x(w) = ne
su�x(w) = e
word-shape(wi) = X'Xxxxxxxx
short-word-shape(wi) = X'Xx

gazetteer - list of places, names, corporations, commercial

products.
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Classi�er visualization
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Practical NER algrotithm architecture

1 Use high-precision rules to tag unambiguous entity mentions.

2 Search for substring matches of the previously detected names.

3 Consult application-speci�c name lists to identify likely name

entity mentions from the given domain.

4 Finally, apply probabilistic sequence labeling techniques that

make use of the tags from previous stages as additional

features.

Intuition:

once entity is named, its shortened name will be used as well.

presense of one entity is a good feature to detect other entities
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Relation extraction

Extracted relations:
[Tim Wagner] is a spokesman for [American Airlines]
[American Airlies] is a unit of [AMR Corp].
[United] is a unit of [UAL Corp.]

Relations can be represented with RDF triples

<relation> <object entity>

e.g.: <Golden Gate Park> <location> <San Francisco>
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Relation examples
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Datasets with relations

Datasets with relations:

wikipedia infoboxes

e.g. for Stanfrord we have state = "California", president =
"John L. Hennessy"

DBpedia, Freebase - ontologies, derived from wikipedia

WordNet

hypernym relations: gira�e is mammal
instance-of relations: Moscow is a city
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Relations extraction

Relations extraction approaches:

hand-written patterns

supervised machine learning

semi-supervised

unsupervised
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Relation extraction with patterns

Useful to add named entity speci�cations in rules:

Hand-built patterns have high precision and low recall.
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Supervised relation extraction

FOR EACH sentence IN text:
entities=FindEntities(sentence)
for all entity pairs <e1,e2> in entities:

if Related(e1,e2)
relations=relations∪ClassifyRelation(e1,e2)
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Features

Example: American Airlines, a unit of AMR, immediately

matched the move, spokesman Tim Wagner said.

Denote M1=American Airlines, M2=Tim Wagner

Useful features:
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Other approaches

Semisupervized (bootstrapping)

semantic drift
con�dence evaluation

Distant Supervision

use existing ontology
�nd occurences in text
e.g. Wikipedia infoboxes and texts
need to add negative class representatives
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Timing of events
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Template �lling

24/24


	Named entity recognition
	Relation Extraction 

