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Problem statement. Primal problem.

There is a Center and n producers which produce one product.

fu(xk), k=1, ..., n— cost functions;
xx € R — the volume of product produced by the producer k in one
year;

yk — the volume of product which is purchased from the producer k;
C - the lower bound for the total production volume per year by all
producers.
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> k=Gl Xy
k=1
yk>07 Xk>07 k:17 ceey Ny

(P) )= filxi) = min
k=1

where cost functions fx(xx) k =1, ..., n are increasing
and p-strongly convex.
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Problem statement. Dual problem.

Introducing dual variables px, kK =1, ..., n and using the duality
theory, we obtain the dual problem (up to a sign)

n

(D) ¢(p) = ; {Pos(pO)—Alulp)) } =€ min_pi = mip

xk(pk) = argmax {pkxk — fk(xk)}, k=1,2,...,n

x, =0
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Subgradient method for the resource allocation
Input: € > 0 — accuracy, p® — starting point.
L. Set the stepsize h = —=;.

2. Given the price vector p! for the current year, producers
calculate the optimal production plan for these prices as

Xk(pli) = argmax {plt;xk - fk(Xk)}, k = 17 27 ceey N

x, =0

and communicates this information to the Center.
3. The Center determines the shares of purchases for each

producer, i.e. forms a vector A\(p?) as At = (A, ..., AL)T,
n
where kzl AN=1, A >0ifk € Ar% min p; and A} =0, if
= j=1,..,n
k ¢ Arg minp; and sends this vector to all factories.
j:17"'7n

4. Each factory adjusts the price for the next year as follows
pt = (p' — h(x(p") — CA(p))), -
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Convergence rate

To state the convergence rate result, we need introduce an upper

bound for the optimal value of the prices.

Lemma 1
Let the p* be a solution to the dual problem (D). Then

Ip*ll2 < vV'npmax-

where
n n
n 2C
Pmax ‘= E (E fk <n> - E fk(0)> .
k=1 k=1
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Convergence rate

Theorem 1
Let Algorithm 1 be run with starting point p° satisfying
0< P < pmax, k=1, ..., nfor
N — [164(Cn2pmax)2—‘
€
steps. Then
- €
f(xV) - f(x*) <e, C— X ,
(M)~ () IS
1 N=1
where xV = = 3™ x(p?)
N =0
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Composite gradient method for the resource allocation
problem
The problem (D) can be rewritten as

o(p1, -y pn) =%(p1, -, pn) +&(P1s - -5 Pn),

where

n

V(s s pa) = D {Pxk(pi) — fubxk(pr)) } = (p,%(p)) ~ F(x(p)

k=1

is convex function, which gradient satisfies Lipschitz condition
V(') — Vio(p?)||, < Ly |Ip* —P?|,, VP!, P* >0,

where L, = n and

g(p1, -5 pn) =—C min py
k=1 n

IR

is convex non smooth function.
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General composite projected gradient method

Input: N > 0 — number of steps, L, — Lipschitz constant of
gradient 1), p° — starting point.

1. Find

Xk(pli) = argmax{p,t(xk - fk(Xk)}, k = 17 27 ceey N

x, =0

2. Do the step

. _ L 2
pitl = arg;gm {(VQZ)(Pt)vP - Pt> -C k:T,'.r.‘,,npk T 7#} Hp B ptHz}
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Step of the composite gradient method

Lemma 2
1 )
Let i1 = pt — —x(p?). Then pt*! in (2) is defined as follows
Ly
n C
DY (—ﬁ,ﬁ+1)+ > then ptil,. =0 and
k=1 (U
pyt=max (0, pi), k=1,...,n
» Else piil.. > 0is a solution of equation

. C
; (Pldnter — BETY), = L
and

t+1 t+1 ~t+1 _
Py = max (pcenter7 Py ) ’ k= 17 RN L
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Step of the composite gradient method

Note that the step also can be rewritten as

1
p't = |pf — (@) =]
e +

where A(pt*?!) is such that > Ae(pt™) =1, M(pt™) = 0 if
k=1
k € Arg min pjthl and A\ (pyt1) =0, if k ¢ Arg min pjt“.

j=1,..,n j=1,..,n
By Lemma 2, the solution of step can be written as

. C
pt+1: pt+1+f)\(pt+l) ’
(4 +
where
A (pttl) = Ly t+1 x4+l
k(pk )_ C (pcenter Py )+'
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Input: N > 0 — number of steps, L, — Lipschitz constant, p°
1. Knowing the prices pf producers calculate the optimal plan

xi(pjc) = argmax {PEXk - fk(Xk)}a k=1,2,...,n

x, =0
2. The Center forms a prediction for the lowest possible prices

- 1
pE = pf — L—xk(p,t(), k=12,...,n.
P

t+1
center

noo C
I Y0 (=B, > o then piie = 0;
k=1 P

» Else ptfl., > 0 and solves equaltion

. C
kz:; (pg;lter - '5,1:+1)+ = E

3. The Center determines the price p

4. Each producer adjusts the price for the next year as follows

t+1 _ t+1 st41 _
P, = max (pcenter, P ), k=1,...,n.
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Convergence rate

Theorem 2
Let Algorithm 2 be run for N steps with starting point p° satisfying
0< p2 < Pmax, k=1, ..., n, where pmax is given in (1). Then

82p2,,.N°

F) = F(x*) < FEN) +o(p*) <(e™) + F(x"Y) < Ny

u 82Pmax N’
N max
F‘Z“]<:WL
k=1 +

1
where p" = N
t
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Thank you!
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